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Abstract — In this paper we consider the Dirichlet problem on a rectangle for
singularly perturbed parabolic equations of reaction-diffusion type. The reduced (for
ε = 0) equation is an ordinary differential equation with respect to the time variable;
the singular perturbation parameter ε may take arbitrary values from the half-interval
(0,1]. Assume that sufficiently weak conditions are imposed upon the coefficients and
the right-hand side of the equation, and also the boundary function. More precisely,
the data satisfy the Hölder continuity condition with a small exponent α and α/2 with
respect to the space and time variables. To solve the problem, we use the known
ε-uniform numerical method (i.e., a standard finite difference operator on piecewise-
uniform fitted meshes over the axes x1 and x2) which was developed previously for
problems with sufficiently smooth and compatible data. It is shown that the numerical
solution converges ε-uniformly at the rate of O(N−ν +N−ν

0 ), ν = m α2; here the values
of N and N0 define the number of nodes in the space (with respect to each variable)
and time meshes. We discuss also the behavior of local accuracy of the scheme in
the case where the data of the boundary-value problem are smoother on a part of the
domain of definition.
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Introduction

As is known, depending on the data of a boundary-value problem, in particular, on their
smoothness, the solutions of singularly perturbed problems can be sufficiently smooth for
each fixed value of the perturbation parameter ε multiplying the highest derivatives. How-
ever, the derivatives of solutions grow without bounds (in boundary and transient layers)
as the parameter ε tends to zero. This is the reason why numerical methods developed
for regular problems (see, e.g. [7, 9]) yield errors which depend on an inverse power of the
perturbation parameter ε; such errors become large for small ε which is clearly unsatisfactory.

1The work was supported by the Russian Foundation for Basic Research under grant No. 98-01-00362
and partially by the Enterprise Ireland grant SC-98-612.
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For certain problems having sufficiently smooth solutions, ε-uniform numerical methods
which converge irrespective of ε have been developed and thoroughly studied (see, e.g.,
[1, 10] and the references therein) with the convergence analysis given in the maximum
norm. However, conditions imposed on the problem data (precisely, on their smoothness
and the order of compatibility conditions on nonsmooth parts of the boundary), which
ensures that the solution is sufficiently smooth, are restrictive and, as a rule, are substantially
overstated so as to make it difficult to use these methods in practice. For example, in [13]
(see also [3, 8, 10]) for a reaction-diffusion problem a sufficiently high level of smoothness of
the coefficients and source terms (from the class C l(G), l > 6) and the boundary functions
(from the class C l(Sj) ∩ C(S), l > 6, where Sj are the sides forming the boundary S of the
set G) was required in order to comply with sufficient conditions of ε-uniform convergence.
If the fulfilment of the compatibility conditions at the edges (in three dimensions) or corners
(in two dimensions) from S is not assumed, except continuity of the boundary function,
then the order of ε-uniform convergence for the scheme on piecewise uniform meshes which
was studied in [13] is O((N−1 ln N)

ν
+ N−ν

0 ), ν = 5−1. However, if we impose sufficiently
restrictive compatibility conditions, which imply the required smoothness of the solution
u(x, t) and its regular and singular components from the asymptotic expansion, then the
scheme converges with the rate O(N−1 ln N +N−1

0 ). In [12] the difference scheme on graded
meshes was examined, where the sufficiently high level of smoothness of the problem data
(with sufficient regularity and compatibility conditions) was also required to prove ε-uniform
convergence. It should be noted that fairly well-known difficulties arise in defining the data
which satisfy the required compatibility conditions for singularly perturbed problems (see,
e.g., [10] in the case of convection-diffusion equations).

For a recent account of this theory for singularly perturbed elliptic convection-diffusion
equations on a rectangle D, the reader can be referred to [14], in which a special scheme
is examined for u ∈ C2+α(D) ∪ Cα(D), where α is any number from (0, 1). Some related
numerical results were discussed for a corner layer in [3; Chapter 5]. It should be noted that
the nature of reaction-diffusion and convection-diffusion problems is quite different. For
example, even in the case of constant coefficient equations in one dimension, if the right-
hand side function f(x), x ∈ d ≡ [0, 1] satisfies the condition f ∈ Cα

(
d
)
, α > 0, then the

derivative u(2+α)(x) is bounded on d for regular equations of both convection-diffusion and
reaction-diffusion types. But in the case of singularly perturbed equations we have ε-uniform
boundedness of the derivative u(1+α)(x), x ∈ d for convection-diffusion equations (where the
layer appears in a neighborhood of the outflow boundary) and of only the derivative u(α)(x),
x ∈ d for reaction-diffusion equations (the layer occurs in a neighborhood of both endpoints
of the segment d). Thus, the technique of [14] and the results of this earlier work cannot be
simply applied to a reaction-diffusion problem for the singular perturbation case.

Singularly perturbed problems with a low level of smoothness of the data (this implies a
lowered smoothness of the derivatives of the solution) can appear, for example, in modeling
heat and mass transfer in media with not quite regular physical characteristics. We empha-
size that almost no attempt has been made earlier to develop ε-uniform numerical methods
for various problems with nonsmooth data, provided that classical solutions still exist. By
the above argument, the following theoretical problem appears: find sufficiently weak con-
ditions to be imposed on the involved data, under which classical solutions (for fixed values
of the parameter ε) do exist, and to examine rigorously ε-uniform numerical methods for a
wide class of singularly perturbed reaction-diffusion problems with the aforesaid properties.
Thus, it would be of theoretical and practical interest to weaken the requirements imposed
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on the data of relevant problems.
In this paper we consider the Dirichlet problem for singularly perturbed parabolic reacti-

on-diffusion equations in the case of a rectangular domain. The reduced equations (for
ε = 0) are ordinary differential ones of first order with respect to the time variable. The
coefficients and the right-hand side, and also the boundary function satisfy Hölder conditions
of a small order α ∈ (0, 1). This assumption provides that the solution belongs to the class
C2+α, 1+α/2(G)∩Cα, α/2(G), G = D×(0, T ]. As the parameter ε tends to zero, such problems
exhibit a parabolic boundary layer which is one-dimensional in a neighborhood of smooth
parts of the boundary and two-dimensional at corner points of the rectangle. We place
more emphasis on the asymptotic nature of the boundary layers in order to obtain a-priori
estimates in the right form for proving ε-uniform convergence of a numerical method, with
minimal restrictions on the smoothness of the problem data and no compatibility conditions
imposed.

Under the above-mentioned conditions, the known finite difference scheme on piecewise
uniform meshes (see, e.g., [1, 8, 13] for the description of fitted mesh methods), which was
constructed in [13] for problems with sufficient smoothness of the data and sufficiently strong
compatibility conditions, is shown to converge ε-uniformly with the rate O(N−ν + N−ν

0 ), in
the maximum norm, where ν = mα2. Note that the use of the maximum norm is essential
because other weaker norms, for example the energy norm, are inappropriate for detecting
the boundary and interior layers in the solutions of singularly perturbed reaction-diffusion
problems (see, e.g., [3; Section 1.2]). To emphasize how strongly the smoothness of the data
influences the accuracy of the scheme, we consider the case when the data of the original

problem on some subdomain G
0
are smoother in comparison with the same data on the whole

domain G. As is shown, this leads to the improvement of local accuracy of the numerical

solution (on the set which is strictly interior to this subdomain G
0
) that is very significant in

applications. It would be of practically certain interest to verify the theoretical results with
numerical experiments, as an important adjunct to the systematic study of special ε-uniform
schemes for reaction-diffusion problems with nonsmooth data, but this topic is beyond the
scope of the present paper.

1. Problem formulation

On the rectangle D, where D = {x : 0 < xs < ds, s = 1, 2}, we consider the boundary-value
problem for the parabolic equation 2

L(1.1)u(x, t) = f(x, t), (x, t) ∈ G, (1.1a)

u(x, t) = ϕ(x, t), (x, t) ∈ S. (1.1b)

Here

G = D × (0, T ], S = G \G,

L(1.1) ≡ ε2
∑
s=1,2

as(x, t)
∂2

∂x2
s

− c(x, t)− p(x, t)
∂

∂t
,

the functions as(x, t), c(x, t), p(x, t), f(x, t), s = 1, 2, and also the boundary function ϕ(x, t)
possess some smoothness on the set G and on the sides of the set G (from S), respectively,

2The notation L(j.k), M(j.k) or f(j.k)(x, t) means that this operator, constant or function is introduced in
the formula (j.k).
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the function ϕ(x, t) is continuous on S. The coefficients of the differential equation are
assumed to satisfy the condition

as(x, t) > a0, p(x, t) > p0, c(x, t) > 0, (x, t) ∈ G, s = 1, 2, a0, p0 > 0.

The parameter ε takes arbitrary values from the half-interval (0, 1]. The solution of this
problem is regarded in the classical sense, as a function u ∈ C2,1(G) ∩ C(G) satisfying Eq.
(1.1a) on G and the boundary condition (1.1b) on S.

The data of problem (1.1) are assumed to be smooth enough so that the solution on G
and its derivatives on G involved in (1.1a) satisfy the Hölder condition of a sufficiently small
order α (0 < α < 1) for each fixed value of the parameter ε, i.e., (see [6])

sup
(x,t), (x′,t)∈G

{
|x− x′|−α

∣∣u(x, t)− u(x′, t)
∣∣
}

,

sup
(x,t), (x,t′)∈G

{ |t− t′|−α/2
∣∣u(x, t)− u(x, t′)

∣∣ }
6 C(ε);

sup
(x,t), (x′,t)∈G

ρ((x,t), (x′,t′))> r

{
|x− x′|−α0

∣∣u(x, t)− u(x′, t)
∣∣
}

,

sup
(x,t), (x,t′)∈G

ρ((x,t), (x′,t′))> r

{ |t− t′|−α0/2
∣∣u(x, t)− u(x, t′)

∣∣ }
6 C1(r, ε);

sup
(x,t), (x′,t)∈G

ρ((x,t), (x′,t′))> r

{
|x− x′|−α

∣∣∣∣
∂k+k0

∂xk1
1 ∂xk2

2 ∂tk0

(
u(x, t)− u(x′, t)

) ∣∣∣∣
}

,

sup
(x,t), (x,t′)∈G

ρ((x,t), (x′,t′))> r

{
|t− t′|−α/2

∣∣∣∣
∂k+k0

∂xk1
1 ∂xk2

2 ∂tk0

(
u(x, t)− u(x, t′)

) ∣∣∣∣
}

6 C2(r, ε),

where k = k1 + k2, k + 2k0 = 2, α0 > α, and ρ ((x, t), (x′, t′)) is a distance between
the boundary S and either the set of the points {(x, t), (x′, t)} or the set of the points
{(x, t), (x, t′)}, for example,

ρ ((x, t), (x′, t′)) = min
(x∗,t∗)∈S

{|x− x∗|+ |t− t∗|1/2, |x′ − x∗|+ |t′ − t∗|1/2
}

,

the constant Ci(r, ε) increases when r tends to zero; r > 0 is an arbitrary number. The
fulfilment of compatibility conditions at the edges from SE, except the continuity of the
boundary function, is not assumed. Here and below S = S0 ∪ SL, where S0 = D × {t = 0}
and SL = Γ × (0, T ] denote the lower base and the lateral faces of the set G, Γ = D \ D;
SE = {Γ × {t = 0}} ∪ {ΓE × (0, T ]} consists of the lower and lateral edges of G, ΓE is the
set of corner points of D.

As the parameter ε tends to zero, a parabolic boundary layer appears in a neighborhood
of the set SL.

Assume that the data of problem (1.1) satisfy the conditions

as, c, p, f ∈ Cα, α/2(G), ϕ ∈ Cα, α/2(Sj)∩C(S), α∈(0, 1), s=1, 2, j =0, 1, . . . , 4, (1.2)

where Sj = Γj × (0, T ], j = 1, 2, 3, 4 are the lateral faces of G; the sides Γs, Γs+2 of the
rectangle D are orthogonal to the xs axis, s = 1, 2; Γ1 and Γ2 pass through the point (0, 0);
let Γj = Γ j.
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Condition (1.2) ensures the inclusion u ∈ C2+α, (2+α)/2(G) ∩ Cα, α/2(G) for each fixed
value of the parameter ε; but if (1.2) is violated, the solution u of problem (1.1), generally
speaking, is not classical, u 6∈ C2,1(G) ∩ C(G) (see, e.g., [6]).

To solve the boundary-value problem (1.1) under the above conditions, as has been
already noted in the Introduction, we are interested in numerical methods which produce
ε-uniform approximations to u. One of these ε-uniform methods was constructed in [13]
for problems with sufficiently smooth and compatible data; namely, the difference scheme
comprising a monotone classical approximation [7,11] of problem (1.1) on piecewise-uniform
meshes fitted to the boundary layers. It turns out that this scheme converges ε-uniformly.
This assertion is proved in Section 3. Appropriate decompositions of the solution u into
regular and singular parts and a-priori estimates for these components in the right form,
necessary for the convergence proof, are given in Section 2.

2. A-priori estimates

When deriving a-priori estimates for the solutions of problem (1.1), (1.2), we approximate
this problem by auxiliary boundary-value problems with the smoothed data. For the solu-
tions of these auxiliary problems, which are similar to problem (1.1), (1.2), we give their
specific representations, and also we obtain a number of a-priori estimates for the compo-
nents from these representations. The estimation technique is a development of that from [13]
(see also [3, 8, 14]; in [8] and [3] the detailed technique of deriving a-priori estimates and
the estimates themselves are considered solely in the case of sufficiently smooth data). The
auxiliary problems with smoother data are being constructed using the Steklov-type aver-
aged data of problem (1.1), (1.2) (the technique of the Steklov smoothing can be found, for
example, in [15] and [16; Part I, Chapter I]).

We shall assume that the following condition is fulfulled:

as, c, p, f ∈ Cα1(G), ϕ ∈ Cα2(Sj) ∩ C(S), s = 1, 2, j = 0, 1, . . . , 4, (2.1)

where α1, α2 are arbitrary numbers satisfying α1, α2 ∈ (0, 1). The data of problem (1.1)
in the case of condition (2.1) (condition (1.2)) satisfy condition (1.2) (condition (2.1)) for
α 6 min [α1, α2] (respectively, for α1, α2 6 2−1α), where α = α(1.2).

2.1. Solution decomposition

In this subsection we find estimates when the values of the parameter ε are not too small.
We shall consider the solution of some auxiliary problem similar to problem (1.1), which
involves a smooth boundary function approximating the original function ϕ(x, t).

Let ϕ1(x, t) = ϕ1(x, t; σ0), (x, t) ∈ S be a smooth approximation to the function ϕ(x, t).
Here ϕ1(x, t) is the Steklov averaging of the function vϕ(x, t), (x, t) ∈ R3 with kernel on a
support of diameter σ0; moreover, vϕ(x, t) = ϕ(x, t), (x, t) ∈ S, vϕ ∈ Cα2(G

m
), where G

m

is an m-neighborhood of the set G; the value of σ0 is chosen below in Section 3 (see (3.5)).
Then the following bounds are valid3:

|ϕ(x, t)− ϕ1(x, t)| 6 M σα2
0 , (x, t) ∈ S,∣∣∣∣

∂k+k0

∂xk1
1 ∂xk2

2 ∂tk0
ϕ1(x, t)

∣∣∣∣ 6 M σ−k−k0
0 , (x, t) ∈ Sj,

k1 + k2 = k, ks = ks(k, j), s = 0, 1, 2, j = 0, 1, . . . , 4,

(2.2)

3By M , Mi (or m, mi) we denote sufficiently large (small) positive constants independent of ε and the
discretization parameters.
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where k1 = k, k0 > 0 for j = 2, 4; k2 = k, k0 > 0 for j = 1, 3; k0 = 0, k1, k2 > 0 for j = 0.
Let u1(x, t), (x, t) ∈ G be a solution of the boundary-value problem

L(1.1)u
1(x, t) = f(x, t), (x, t) ∈ G,

u1(x, t) = ϕ1(x, t), (x, t) ∈ S.
(2.3)

The solution of problem (1.1), (2.1) can be decomposed into two functions

u(x, t) = u1(x, t) + v1(x, t), (x, t) ∈ G, (2.4)

where u1(x, t) = u1(x, t; α1, α2, σ0), and v1(x, t) = v1(x, t; α1, α2, σ0) is the “remainder” term.
The functions u1(x, t) and v1(x, t) satisfy the estimates

|u(x, t)− u1(x, t)|, |v1(x, t)| 6 M σα2
0 , (x, t) ∈ G. (2.5)

In problem (2.3) we pass to the stretched variables ξ = ξ(x, ε), t; ξs = ε−1xs, s = 1, 2.
Taking account of inner a-priori estimates [6], we find∣∣∣∣

∂k+k0

∂ξk1
1 ∂ξk2

2 ∂tk0
ũ1(ξ, t)

∣∣∣∣ 6 M
[
r̃−1 + t−1/2

]k+2k0
, (ξ, t) ∈ G̃, k = k1+k2, k+2k0 6 2+α1.

Here r̃ = ε−1r, r = r(x) is the distance from the point x to the boundary Γ , G̃ is the image
of the set G, ṽ(ξ, t) = v(x(ξ), t), αi = αi(2.1). Returning to the original variables, we obtain

∣∣∣∣
∂k+k0

∂xk1
1 ∂xk2

2 ∂tk0
u1(x, t)

∣∣∣∣ 6 Mε−k
[
εr−1 + t−1/2

]k+2k0
, (x, t) ∈ G, k + 2k0 6 2 + α1. (2.6)

By using majorant functions we get the estimate
∣∣u1(x, t)− ϕ1(x∗, t∗)

∣∣ 6 M
(
ε + σ

1/2
0

)
σ−1

0 min
[
ε−1r,

(
ε + σ

1/2
0

)
σ−1

0 t
]
, (x, t) ∈ G, (2.7)

where (x∗, t∗) ∈ S, (x∗, t∗) = (x∗(x, t), t∗(x, t)) is a point on S nearest to the point (x, t) (in
the sense of the distance (x2

1 + x2
2 + t2)1/2). If more of such points exist, then (x∗, t∗) is one

of them.
Thus, we have decomposed the solution of problem (1.1) in the form (2.4), where the

function u1(x, t) is “sufficiently” smooth inside G and continuous (satisfying the Lipschitz
condition) with respect to the distance to the boundary S, and the function v1(x, t) is
sufficiently small on G. The smoothness of the function u1(x, t) and its Lipschitz constant
(see the estimate (2.7)), and also the smallness of the function v1(x, t) are defined by the
four parameters ε, σ0, α1 and α2.

Theorem 2.1. Let the smoothness condition (2.1) hold. Then the estimates (2.5)–(2.7)
are valid for the functions u1

(2.3)(x, t) and v1
(2.4)(x, t) from representation (2.4) of the solution

of problem (1.1).

2.2. Bounds on the regular and singular components of the solution

In this subsection we obtain a number of estimates based on the asymptotic behavior of
the solution. Note that the traditional asymptotic analysis requires that the problem data
are sufficiently smooth (smoother than the conditions in (2.1)), and also the terms of the
asymptotic expansion (in powers of ε) are smooth (see, e.g., [5]). This is too restrictive,
because engineers often have problems in the applications that do not satisfy such strong
smoothness conditions. As in Section 2.1, we shall consider the solution of some auxiliary
boundary-value problem with smooth data which approximate the data of problem (1.1),
(2.1).
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2.2.1. Let

a∗s(x, t) = a∗s(x, t; σ1), c∗(x, t) = c∗(x, t; σ1),

p∗(x, t) = p∗(x, t; σ1), f ∗(x, t) = f ∗(x, t; σ1), (x, t) ∈ G;

ϕ∗(x, t) = ϕ∗(x, t; σ2), (x, t) ∈ S; s = 1, 2,

(2.8)

be smooth approximations, respectively, to the functions as(x, t), c(x, t), p(x, t), f(x, t) and
ϕ(x, t) (the Steklov averaging of the function ϕ(x, t), (x, t) ∈ S, and also of prolongations
of the functions as(x, t), c(x, t), p(x, t), f(x, t) beyond an m-neighborhood of the set G with
retention of their properties; σ1 and σ2 are the diameters of the support for the averaging
kernel). The values of σ1 and σ2 are chosen below when we will derive estimates (2.18)–(2.20)
and (3.13)–(3.15). Then the following relations are valid:

|as(x, t)− a∗s(x, t)| , . . . , |f(x, t)− f ∗(x, t)| 6 M σα1
1 ,∣∣∣∣

∂k+k0

∂xk1
1 ∂xk2

2 ∂tk0
a∗s(x, t)

∣∣∣∣ , . . . ,

∣∣∣∣
∂k+k0

∂xk1
1 ∂xk2

2 ∂tk0
f ∗(x, t)

∣∣∣∣ 6 M σ−k−k0
1 , (x, t) ∈ G;

|ϕ(x, t)− ϕ∗(x, t)| 6 M σα2
2 , (x, t) ∈ S,∣∣∣∣∣

∂k+k0

∂xk1
1 ∂xk2

2 ∂tk0

ϕ∗(x, t)

∣∣∣∣∣ 6 M σ−k−k0
2 , (x, t) ∈ Sj,

ks = ks(2.2)(k, j).

(2.9)

By u∗(x, t), (x, t) ∈ G we denote the solution of the boundary-value problem

L(2.10)u
∗(x, t) = f ∗(x, t), (x, t) ∈ G,

u∗(x, t) = ϕ∗(x, t), (x, t) ∈ S,
(2.10)

where

L(2.10) ≡ ε2
∑
s=1,2

a∗s(x, t)
∂2

∂x2
s

− c∗(x, t)− p∗(x, t)
∂

∂t
.

We proceed by observing that the solution of problem (2.10) can be written in the form

u∗(x, t) = U∗(x, t) +
4∑

j=1

V ∗
j (x, t) +

4∑
j=1

i=j+1 (mod 4)

V ∗
ji(x, t) + v∗(x, t)

≡ U∗(x, t) + V ∗(x, t) + v∗(x, t), (x, t) ∈ G,

(2.11)

that is, we decompose u∗(x, t) into its “smooth”, U∗(x, t), and singular, V ∗(x, t), parts
with the remainder term v∗(x, t). The functions V ∗

j (x, t) and V ∗
ji(x, t) are respectively one-

dimensional and corner parabolic layers. The components from (2.11) are the solutions of
the problems

L(2.12)U
∗(x, t) ≡

{
−c∗(x, t)− p∗(x, t)

∂

∂t

}
U∗(x, t) = f ∗(x, t), (x, t) ∈ G \ S0,

U∗(x, t) = ϕ∗(x, t), (x, t) ∈ S0;

(2.12)
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L(2.13)V
∗
1 (x, t) ≡

{
ε2a∗1(0, x2, t)

∂2

∂x2
1

− c∗(0, x2, t)− p∗(0, x2, t)
∂

∂t

}
V ∗

1 (x, t) = 0,

(x, t) ∈ G \ {
S0 ∪ S1 ∪ S3

}
,

V ∗
1 (x, t) = ϕ∗(x, t)− U∗(x, t), (x, t) ∈ S1,

V ∗
1 (x, t) = 0, (x, t) ∈ S0 ∪ S3;

(2.13)

L(2.14)V
∗
12(x, t) ≡

{
ε2

∑
s=1,2

a∗s(0, 0, t)
∂2

∂x2
s

− c∗(0, 0, t)− p∗(0, 0,t)
∂

∂t

}
V ∗

12(x, t) = 0,

(x, t) ∈ G,

V ∗
12(x, t) = ϕ∗(x, t)− (

U∗(x, t) + V ∗
1 (x, t) + V ∗

2 (x, t)
)
, (x, t) ∈ S1 ∪ S2,

V ∗
12(x, t) = 0, (x, t) ∈ S0 ∪ S3 ∪ S4;

(2.14)

the functions V ∗
j (x, t) and V ∗

ji(x, t), j = 2, 3, 4 are the solutions of problems similar to (2.13)
and (2.14).

Remark 1. The function ϕ∗(2.8)(x, t) can be “improved” so that the above problems for

the functions U∗(x, t), V ∗
j (x, t), V ∗

ji(x, t) could obey compatibility conditions (of sufficiently
high order) on the subsets of nonsmoothness from their domains of definition, and also the
estimates (2.9) could hold for the improved function ϕ∗(x, t).

The components from representation (2.11) satisfy the estimates

∣∣∣∣
∂k+k0

∂xk1
1 ∂xk2

2 ∂tk0
U∗(x, t)

∣∣∣∣ 6 M
[
σ−1

1 + σ−1
2

]k+k0 ,

∣∣V ∗
j (x, t)

∣∣ 6 M exp
(−mε−1r(x, Γj)

)
,∣∣∣∣∣

∂k+k0

∂xk1
1 ∂xk2

2 ∂tk0

V ∗
j (x, t)

∣∣∣∣∣ 6 Mε−k1
(
σ−1

1 + σ−1
2

)k0+2k2+k1/2
,

∣∣V ∗
ji(x, t)

∣∣ 6 M min
s=j,r

[
exp

(−mε−1r(x, Γs)
) ]

,
∣∣∣∣

∂k+k0

∂xk1
1 ∂xk2

2 ∂tk0
V ∗

ji(x, t)

∣∣∣∣ 6 Mε2k0

[
ε−1

(
σ−1

1 + σ−1
2

)1/2
+

(
σ−1

1 + σ−1
2 + r−1

)]k+2k0

,

∣∣V ∗
ji(x, t)− V ∗

ji(x
∗, t)

∣∣ 6 M
[
ε−1σ

−1/2
2 + σ−1

1 + σ−1
2

]
r,

(2.15)

moreover,

∣∣∣∣
∂

∂t
U∗(x, t)

∣∣∣∣ 6 Mσ−1
2 ,

∣∣∣∣∣
∂k+k0

∂xk1
1 ∂xk2

2 ∂tk0

V ∗
j (x, t)

∣∣∣∣∣ 6 Mσ
−(k0+k1/2)
2 ε−k1 for k0 6 1,

∣∣∣∣
∂k+k0

∂xk1
1 ∂xk2

2 ∂tk0
V ∗

ji(x, t)

∣∣∣∣ 6 Mε2k0

[
ε−1σ

−1/2
2 +

(
σ−1

1 + σ−1
2 + r−1

)]k+2k0

for k + 2k0 6 2,

(x, t) ∈ G, j = 1, . . . , 4,
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where ks = ks(k1, k2, j), k1 = k1 for j = 1, 3, k1 = k2 for j = 2, 4, k1+k2 = k; k = k(k1, k2, j),
k = k1 for j = 1, 3, k = k2 for j = 2, 4; r(x, Γj) is the distance from the point x to the set
Γj, x∗ = x∗(x) is a point on Γ nearest to the point x (if more of such points exist, then x∗

is one of them), m is an arbirtary number. The estimates (2.15) is derived in a similar way
as the above estimate (2.6) (see also [3, 8, 13]).

2.2.2. To obtain appropriate bounds for the solution of problem (1.1), (2.1), we decom-
pose u(x, t) into the sum of the three functions

u(x, t) = U∗(x, t) + V ∗(x, t) + v(x, t) = u∗(x, t) +
(
v(x, t)− v∗(x, t)

)
, (x, t) ∈ G, (2.16)

where u∗(x, t) = u∗(2.10)(x, t), U∗(x, t) and V ∗(x, t) are the components from (2.11). Let us

estimate the components v(2.16)(x, t) and v∗(2.11)(x, t).

The functions v∗(x, t) and v(x, t) satisfy the equations

L(2.10)v
∗(x, t) = −L(2.10)

(
U∗(x, t) + V ∗(x, t)

)
+ f ∗(x, t), (x, t) ∈ G,

v∗(x, t) = 0, (x, t) ∈ S;

L(1.1)v(x, t) = −L(1.1)

(
U∗(x, t) + V ∗(x, t)

)
+ f(x, t), (x, t) ∈ G,

v(x, t) = ϕ(x, t)− ϕ∗(x, t), (x, t) ∈ S.

Taking estimates (2.15) into account, we find
∣∣L(2.10)U

∗(x, t)− f ∗(x, t)
∣∣ ,

∣∣L(1.1)U
∗(x, t)− f(x, t)

∣∣ 6 M
[
σα1

1 + σα2
2 + ε2

(
σ−1

1 + σ−1
2

)2
]
,

∣∣L(2.10)V
∗
j (x, t)

∣∣ ,
∣∣L(1.1)V

∗
j (x, t)

∣∣ 6 M
[
σ−1

2 σα1
1 + εα1 + ε2

(
σ−1

1 + σ−1
2

)4
]
,

∣∣L(2.10)V
∗
ji(x, t)

∣∣ ,
∣∣L(1.1)V

∗
ji(x, t)

∣∣ 6 M
[
σα1

1 + rα1

] [
σ−1

2 + ε2
(
σ−1

1 + σ−1
2 + r−1

)2
]
,

|v∗(x, t)|, |v(x, t)− v(x∗, t)| 6 M
{

σα2
2 + ε−1

[
σ
−1/2
2 + ε

(
σ−1

1 + σ−1
2

)]
r
}

,

(x, t) ∈ G, x∗ = x∗(2.15)(x).

Hence, the components v∗(x, t) and v(x, t) satisfy

|v∗(x, t)|, |v(x, t)| 6 M

{
σα2

2 + σα1
1 σ−1

2 + εα1 + ε2
(
σ−1

1 + σ−1
2

)4

+
[
σα1

1 + εα1

] [
σ
−1/2
2 + ε

(
σ−1

1 + σ−1
2 + ρ−1

)]2

+ ε−1
[
σ
−1/2
2 + ε

(
σ−1

1 + σ−1
2

)]
ρ

}
, (x, t) ∈ G,

(2.17)

where α1 is an arbitrary parameter from the interval (0, α1), ρ > 0 is any number.
The estimate (2.17) with

ρ = εσ
1/6
2 [σα1

1 + εα1 ]1/3, σ2 = [σα1
1 + εα1 ]1/(1+3α2), σ1 = ε2(1+3α2)/(4+12α2+α1α2)

leads to the following bounds on the remainder terms v∗(2.11)(x, t) and v(2.16)(x, t):

|v∗(x, t)|, |v(x, t)| 6 Mεν , (x, t) ∈ G, (2.18)
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where ν = ν(α1, α2) ≡ 2α1α2(4 + 12α2 + α1α2)
−1, ν > 9−1α1α2.

Under the smoothness condition (1.2) we have

|v∗(x, t)|, |v(x, t)| 6 Mεν , (x, t) ∈ G, (2.19)

where ν = ν(α) ≡ 2−1α2(1+2α)−2, ν > 18−1α2. Thus, the function u∗(x, t) for α1 = α2 = α
is the main term in the asymptotic expansion of the solution u(x, t) of problem (1.1), (1.2):

|u(x, t)− u∗(x, t)| , |u(x, t)− (U∗(x, t) + V ∗(x, t))| 6 Mεν , (x, t) ∈ G, (2.20)

where ν = ν(2.19); u∗(x, t), U∗(x, t), V ∗(x, t) are determined for α1 = α2 = α, α = α(1.2).
We summarize these results in the following theorem.

Theorem 2.2. Let the data of problem (1.1) satisfy the smoothness condition (2.1).
Then the estimates (2.15), (2.17), and (2.18) hold for the components from representation
(2.11) of the function u∗(x, t), i.e., the solution of the “similar” problem (2.10), (2.8). In
the case of the smoothness condition (1.2) the solution u(x, t) of problem (1.1) satisfies the
estimate (2.20).

3. Finite difference schemes for problem (2.1)

3.1. Nonuniform error bounds

Let us first consider a classical finite difference method for problem (1.1) in the case of
conditions (2.1) and (1.2).

3.1.1. On the set G we introduce the rectangular mesh as the tensor product of one-
dimensional meshes:

Gh = Dh × ω0, Dh = ω1 × ω2, (3.1)

where ωs is, generally speaking, a nonuniform mesh on the segment [0, ds] of the xs axis,
s = 1, 2, and ω0 is a uniform mesh on [0, T ] with step size ht. Define hi

s = xi+1
s − xi

s, xi
s,

xi+1
s ∈ ωs, hs = maxi h

i
s, h = maxs hs, s = 1, 2. By Ns + 1, s = 1, 2 and N0 + 1 we denote

the number of nodes in the meshes ωs and ω0, respectively; let N = mins Ns, s = 1, 2, and
h 6 MN−1.

On the mesh Gh, we approximate problem (1.1) by the implicit finite difference scheme [11]

Λ(3.2)z(x, t) = f(x, t), (x, t) ∈ Gh,

z(x, t) = ϕ(x, t), (x, t) ∈ Sh.
(3.2)

Here Gh = G ∩Gh, Sh = S ∩Gh,

Λ(3.2)z(x, t) ≡
{

ε2
∑
s=1,2

as(x, t)δxscxs − c(x, t)− p(x, t)δt

}
z(x, t),

δxscxs z(x, t) and δt z(x, t) are the second (central) and first (backward) finite differences; for

example, δx1cx1 z(x, t) = 2
(
hi−1

1 + hi
1

)−1
(δx1 z(x, t)− δx1 z(x, t)), x1 = xi

1.
The maximum principle [11] is valid for the difference scheme (3.2), (3.1).



308 G. I. Shishkin

3.1.2. Let us estimate the error |u(x, t)−z(x, t)|, (x, t) ∈ Gh in the case of condition (2.1).
Assume that some function w(x, t), (x, t) ∈ G satisfies the condition w ∈ C2,1(G)∩C(G).

Let zw(x, t), (x, t) ∈ Gh denote the solution of the problem

Λ(3.2)z(x, t) = L(1.1)w(x, t), (x, t) ∈ Gh,

z(x, t) = w(x, t), (x, t) ∈ Sh.

According to this notation and the decomposition (2.4), we represent the solution of scheme
(3.2), (3.1) in the form

z(x, t) = zu1(x, t) + zv1(x, t), (x, t) ∈ Gh,

where u1(x, t) = u1
(2.3)(x, t), v1(x, t) = v1

(2.4)(x, t). It follows from the maximum principle
that

|z(x, t)− zu1(x, t)|, |zv1(x, t)| 6 Mσα2
0 , |z(x, t)| 6 M, (x, t) ∈ Gh. (3.3)

Taking into account the a-priori estimates of the function u1(x, t) (see (2.6), (2.7)) we
obtain the following inequalities for the function zu1(x, t):

∣∣Λ(3.2)

(
u1(x, t)− zu1(x, t)

)∣∣ =
∣∣(Λ(3.2) − L(1.1)

)
u1(x, t)

∣∣
6 M

[
εr−1 + t−1/2

]2+α1
[
ε−1N−1 + N

−1/2
0

]α1

, (x, t) ∈ Gh,

|u1(x, t)− zu1(x, t)| 6 M
(
ε + σ

1/2
0

)
σ−1

0 min
[
ε−1r,

(
ε + σ

1/2
0

)
σ−1

0 t
]
, (x, t) ∈ Gh,

which imply

∣∣u1(x, t)− zu1(x, t)
∣∣ 6 M

{[
ερ−1 + τ−1/2

]2+α1
[
ε−1N−1 + N

−1/2
0

]α1

+
(
ε + σ

1/2
0

)
σ−1

0 min
[
ε−1ρ,

(
ε + σ

1/2
0

)
σ−1

0 τ
]}

, (x, t) ∈ Gh,

where ρ, τ > 0 are arbitrary numbers. By (2.5) and (3.3) we find

|u(x, t)− z(x, t)| 6M

{
σα2

0 +

[
ερ−1 + τ−1/2

]2+α1 [
ε−1N−1 + N

−1/2
0

]α1

+
(
ε + σ

1/2
0

)
σ−1

0 min
[
ε−1ρ,

(
ε + σ

1/2
0

)
σ−1

0 τ
]}

, (x, t)∈ Gh.

(3.4)

If the values ρ, τ and σ0 are defined by

ρ = ε
[(

ε + σ
1/2
0

)
σ−1

0

]−1/(3+α1) [
ε−1N−1 + N

−1/2
0

]α1/(3+α1)

,

τ =
[(

ε + σ
1/2
0

)
σ−1

0

]−(4+α1)/(3+α1) [
ε−1N−1 + N

−1/2
0

]α1/(3+α1)

,

σ0 =





ε(2+α1)/(2+α1+3α2+α1α2)
[
ε−1N−1 + N

−1/2
0

]α1/(2+α1+3α2+α1α2)

for ε2 > σ0,

[
ε−1N−1 + N

−1/2
0

]2α1/(2+α1+6α2+2α1α2)

for ε2 < σ0,

(3.5)
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it follows from (3.4) that the difference scheme (3.2), (3.1) converges for fixed values of the
parameter ε :

|u(x, t)− z(x, t)| 6 M

{
εγ1α2(2+α1)

[
ε−1N−1 + N

−1/2
0

]γ1α1α2

(3.6a)

+
[
ε−1N−1 + N

−1/2
0

]2γ2α1α2
}

, (x, t) ∈ Gh;

|u(x, t)− z(x, t)| 6 M
[
ε−1N−1 + N

−1/2
0

]α1α2/7

, (x, t) ∈ Gh, (3.6b)

where γ1 = γ1(α1, α2) = 2+α1 +3α2 +α1α2, γ2 = γ2(α1, α2) = 2+α1 +6α2 +2α1α2. Recall
that these estimates hold under the smoothness condition (2.1).

In the case of condition (1.2) we have

|u(x, t)− z(x, t)| 6 M
[
ε−1N−1 + N

−1/2
0

] ν

, (x, t) ∈ Gh, (3.7)

where ν = ν(α) = 7−1α2, α = α(1.2).
Thus, under the smoothness condition (1.2) the difference scheme (3.2), (3.1) also con-

verges for fixed values of the parameter ε, with an error bound given by

|u(x, t)− z(x, t)| 6 Q(ε)
[
N−1 + N

−1/2
0

]ν

, (x, t) ∈ Gh, ν = ν(3.7), (3.8)

where Q(ε) = Mε−ν .
It follows from estimates (3.6) and (3.7) that the scheme converges under the condition

ε ∈ [ ε0(N), 1 ], ε0(N) → 0 for N →∞, (3.9a)

if the relation

ε−1
0 (N) = o(N) for N →∞. (3.9b)

is true. We can now state the following convergence result for the classical difference scheme,
which is clearly not ε-uniform.

Theorem 3.1. Suppose that conditions (1.2) or (2.1) hold for the data of the boundary-
value problem (1.1). Then the solution z(x, t) of the difference scheme (3.2), (3.1) converges
to the solution u(x, t) of problem (1.1) for fixed values of the parameter ε (more precisely,
for ε satisfying condition (3.9)), and the error estimates (3.4)–(3.8) are valid.

Remark 2. In estimates (3.7) and (3.8) the order of convergence is too small, compa-
rable with O(α2), if the data of problem (1.1) have small smoothness. However, in the case
of condition (2.1), when either α1 or α2 is finite, we have essentially better convergence (see
(3.6)) of the order O(α1) for α2 > m, or O(α2) for α1 > m.

3.2. Parameter-uniform error bounds

To solve problem (1.1), (2.1) for arbitrarily small values of the parameter ε, a special mesh,
which is condensed in a neighborhood of the boundary layer, is required.
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3.2.1. On the set G we introduce the piecewise uniform rectangular grid

Gh = D
∗
h × ω0, D

∗
h = ω∗1 × ω∗2, (3.10)

where ω0 = ω0(3.1) as before, ω∗s = ω∗s(σs), s = 1, 2 is a piecewise uniform mesh on [0, ds], σs is
a mesh parameter depending on ε and Ns. To construct the mesh ω∗s, we divide the interval
[0, ds] of the xs axis into three subintervals [0, σs], [σs, ds − σs], and [ds − σs, ds]. In each

part we place a uniform mesh, with constant step sizes h
(1)
s = 4σsN

−1
s on the subintervals

[0, σs], [ds−σs, ds], and h
(2)
s = 2(ds−2σs)N

−1
s on [σs, ds−σs]. Following the principles set up

in [8, 13] and [3], the transition point σs is fitted to the left-hand and right-hand boundary
layers along the xs axis by defining

σs = min
[
4−1ds, ε m−1 ln Ns

]
, s = 1, 2,

where m = m(2.15). In this way the mesh Gh has been constructed.

Note that the estimates (3.4)–(3.8) hold for the difference scheme (3.2), (3.10).

3.2.2. We now study the behavior of the numerical solutions by scheme (3.2), (3.10) for
small values of the parameter. For this we represent the solution z(x, t) of this scheme in
the form of a sum

z(x, t) = zU∗(x, t) +
4∑

j=1

zV ∗j (x, t) +
4∑

j=1
i=j+1 (mod 4)

zV ∗ji
(x, t) + zv(x, t)

= zu∗(x, t) + zv(x, t), (x, t) ∈ Gh,

(3.11)

where U∗(x, t), V ∗
j (x, t), and V ∗

ji(x, t) are the components from representation (2.11) of the
function u∗(x, t), which is the “smooth” approximation to the solution u(x, t) of problem
(1.1), (2.1); v(x, t) = v(2.16)(x, t) is the remainder term in representation (2.16) of the function
u(x, t).

Taking into account the relations

∣∣Λ(3.2)zv(x, t)
∣∣ =

∣∣L(1.1)v(x, t)
∣∣ =

∣∣L(1.1)

(
U∗(x, t) + V ∗(x, t)

)− f(x, t)
∣∣ , (x, t) ∈ Gh,

|zv(x, t)| = |v(x, t)| =
∣∣ϕ(x, t)− ϕ∗(2.8)(x, t)

∣∣, (x, t) ∈ Sh,

and also estimates (2.9), (2.15), we obtain the following estimate of the function zv(x, t),
similar to estimate (2.17) for v(x, t):

|zv(x, t)| 6 M

{
σα2

2 + σα1
1 σ−1

2 + εα1 + ε2
(
σ−1

1 + σ−1
2

)4

+
[
σα1

1 + εα1

] [
σ
−1/2
2 + ε

(
σ−1

1 + σ−1
2 + ρ−1

)]2

+ ε−1
[
σ
−1/2
2 + ε

(
σ−1

1 + σ−1
2

)]
ρ

}
, (x, t) ∈ Gh,

(3.12)

where α1 = α1(2.17), αi = αi(2.1), i = 1, 2.
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Then we find

|zu∗(x, t)− u∗(x, t)| 6 M

{
ε2

(
σ−1

1 + σ−1
2

)6
N−1 +

[
ε3ρ−3 +

(
σ−1

1 + σ−1
2

)3
]
N−1 ln N

+
[
ε4ρ−4 +

(
σ−1

1 + σ−1
2

)4
]
N−1

0

+ ρε−1
[
σ
−1/2
2 + ε

(
σ−1

1 + σ−1
2

)]}
, (x, t) ∈ Gh.

This estimate and (2.17), (3.12) imply the estimate

|u(x, t)− z(x, t)| 6 M

{
σα2

2 + σα1
1 σ−1

2 + εα1σ−1
2 + ε2

(
σ−1

1 + σ−1
2

)4

+
[
σα1

1 + εα1 + N−1 + N−1
0

]
ε4ρ−4

+ ρε−1
[
σ
−1/2
2 + ε

(
σ−1

1 + σ−1
2

)]

+ ε2
(
σ−1

1 + σ−1
2

)6
N−1 +

(
σ−1

1 + σ−1
2

)4
N−1

0

}
, (x, t) ∈ Gh.

Choosing the parameters ρ, σ1 and σ2 as follows

ρ = εσ
1/10
2

[
σα1

1 + εα1 + N−1 + N−1
0

]1/5

,

σ2 = σ
α1/(2+5α2)
1 ,

σ1 =
[
ε2 + N−1 + N−1

0

]α1α2/(8+20α2+α1α2)

,

we obtain the error estimate

|u(x, t)− z(x, t)| 6 M
[
ε2 + N−1 + N−1

0

]α1α2/[10(1+2α2)]

, (x, t) ∈ Gh. (3.13)

It follows from (3.6), (3.13) that the scheme (3.2), (3.10) converges ε-uniformly:

|u(x, t)− z(x, t)| 6 M
[
N−1 + N−1

0

]ν
, (x, t) ∈ Gh, (3.14)

where ν = ν(α1, α2) ≡ 4−1α1α2(4 + 5α2)
−1, ν > 36−1α1α2. Of course, this convergence

result occurs under the assumption that the smoothness condition (2.1) is valid.
If the original condition (1.2) is true, the following ε-uniform error estimate holds:

|u(x, t)− z(x, t)| 6 M
[
N−1 + N−1

0

]ν
, (x, t) ∈ Gh, (3.15)

where ν = ν(α) ≡ 4−1α2(4 + 5α)−1, ν > 36−1α2.
We want to stress that, near the corner points, the analytic behavior of the corner bound-

ary layer function can be more complicated if the data of the problem are not sufficiently
smooth and compatible. This is a remarkable feature of the piecewice uniform fitted mesh
Gh(3.10) that, without modification of the mesh in the corner, it leads to numerical solutions
that converge ε-uniformly even in this corner layer. We are thus led to the following main
result.
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Theorem 3.2. Let conditions (1.2) or (2.1) hold for the data of the boundary-value
problem (1.1). Then the solution z(x, t) of the difference scheme (3.2), (3.10) converges
ε-uniformly to the solution u(x, t) of problem (1.1). The error estimates (3.6), (3.7) and
(3.13)–(3.15) are valid for the discrete solutions.

Note that the rate of ε-uniform convergence of the difference scheme (3.2), (3.10) depends
on the parameters α1 and α2 in much the same way as has been observed in Remark 2 to
Theorem 3.1.

4. Generalizations and remarks

4.1. It may turn out that the data of the boundary-value problem (1.1) on some part of G are
smoother in comparison with the same data on the whole domain G. Under certain conditions
this fact implies that the solution of the boundary-value problem becomes smoother and,
consequently, this results in an increased order of convergence of the numerical solution on
a subdomain in that part where the data are smoother. Let us consider such a problem.

Let the smoothness condition (1.2) hold for the data of the boundary-value problem

(1.1) and, in addition, let us assume that, on some subset G
0
, G0 ⊆ G, the data of problem

(1.1) are smoother than in (1.2). Besides, the boundary function may satisfy additional
compatibility conditions on the intersection of the faces Sj which belong to S0 (S0 is the

parabolic boundary of the set G0). Let the data of problem (1.1) be extended from G
0

onto G with the preservation of their increased smoothness, and assume that the difference
u∗(x, t)− z∗(x, t), (x, t) ∈ Gh satisfies the estimate

|u∗(x, t)− z∗(x, t)| 6 M
[
N−1 + N−1

0

]β
, (x, t) ∈ Gh, (4.1)

where β is some constant from the half-interval (0, 1]; u∗(x, t), (x, t) ∈ G and z∗(x, t),
(x, t) ∈ Gh denote the solutions of the boundary-value problem with the smoother data on
G and of the corresponding discrete problem on Gh(3.10).

We try to find the subset G
∗

of G
0
, on which the following estimate is fulfilled for

sufficiently small values of the parameter ε:

|u(x, t)− z(x, t)| 6 M
[
N−1 + N−1

0

]β
, (x, t) ∈ G

∗
h , (4.2)

where G
∗
h = G

∗ ∩Gh(3.10). Note that the solution z(x, t) of scheme (3.2), (3.10) satisfies the
estimate (3.15); assume β > ν(3.15).

We construct the set G
∗

as follows. For a point (x0, t0) ∈ G we introduce its (δ1, δ2)-
vicinity, that is, the set H(x0, t0; δ1, δ2) = {(x, t) : x0

s − δs < xs < x0
s + δs, s = 1, 2, t = t0}.

Let the set G
1

be formed by connected line segments (parallel to the axis t) entirely lying

in G
0
, one endpoint of which belongs to the lower base S0. By G

1
(δ1, δ2) we denote the set

of the points from G
1

that are not contained in an (δ1, δ2)-vicinity of the set S1 \ {S0 ∩ S},
where S1 is the parabolic boundary of the set G1. The set G

1
(δ1, δ2) adjoins the set S0,

however, it may not adjoin the set SL. Finally, the set G
∗

we want to locate is the set

G
1
(δ1, δ2):

G
∗

= G
1
(δ1, δ2) (4.3)

for the values of the parameters δs = δs(ε,N,N0) chosen below.
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Using the majorant functions, we ascertain that the estimate (4.2) is fulfilled under the
condition

δ1 = δ2 = δ ≡ ln−1 q N−1 ln N, q = 1 + ε−1N−1 + ε−2N−2. (4.4)

Note that the quantity δ(4.4) tends to zero provided that ε 6 ε0(N), if ε0(N) ln N → 0 as
N →∞. Under the condition

ε = o(N−1 ln−1N), N →∞ (4.5a)

the value of δs is defined by

δs = h(2)
s , s = 1, 2, h(2)

s = h
(2)
s(3.10), (4.5b)

that is, under condition (4.5a) the scheme (3.2), (3.10) converges ε-uniformly with the rate

O(N−β + N−β
0 ) at all the nodes from G

1

h = G
1 ∩ Gh that do not fall into the

(
h

(2)
1 , h

(2)
2

)
–

vicinity of the set S1 \ S.

4.2. In the case where the data of problem (1.1) extended from G
0

onto the whole set G
are sufficienty smooth (see, e.g., Section 1 and also [13]), the estimate similar to (4.1) holds
for the solutions of scheme (3.2), (3.10):

|u(x, t)− z(x, t)| 6 M
[
N−1 ln N + N−1

0

]ν
, (x, t) ∈ Gh.

Here ν = 1, if appropriate compatibility conditions are imposed at the intersection of the
faces Sj, and ν = 5−1 otherwise. The compatibility conditions hold, for example, if we take
ϕ(x, t) ≡ 0, (x, t) ∈ S, when

∂k+k0

∂xk1
1 ∂xk2

2 ∂tk0
f(x, t) = 0, (x, t) ∈ SE, k + 2k0 6 6.

To get the estimate (4.1), we can use the estimate (3.15), where the magnitude of α

corresponds to the smoother data of problem (1.1) on the subset G
0

of G.

4.3. Let the data of problem (1.1) be such that the solution of scheme (3.2), (3.10),
generally speaking, does not converge on Gh, but the solutions of problems (1.1) and (3.2),
(3.10) exist and are ε-uniformly bounded (for example, when the data have discontinuities).

Assume that the data of the problem are sufficiently smooth on G
0 ⊂ G and admit the

validity of estimate (4.1) (under appropriate smooth extension of the data beyond G
0
). In

this case, under condition (4.4), the error estimate (4.2) holds on the set G
∗
(4.3), where β is

defined by the smoothness of the data on G
0

and also by imposing compatibility conditions
on nonsmooth parts of the boundary S.

4.4. If the data of problem (1.1) satisfy the condition

as, p, c, f ∈ Cα(G), ϕ ∈ C(S), s = 1, 2, α > 0, (4.6)

then the technique given in this paper allows us to prove the ε-uniform convergence of scheme
(3.2), (3.10):

|u(x, t)− z(x, t)| 6 M λ(N, N0), (x, t) ∈ Gh,
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where the quantity λ(N, N0) → 0 ε-uniformly as N, N0 → ∞. Note that the solution of
problem (1.1) under the smoothness condition (4.6) belongs only to the class C2,1(G)∩C(G);
the quantity λ(N,N0) depends on modules of the uniform continuity of the function ϕ(x, t).

4.5. The results obtained for singularly perturbed parabolic reaction-diffusion equations
can be generalized easily onto stationary problems for singularly perturbed elliptic equations.
For such problems the a-priori estimates (bounds on the derivatives with respect to the space
variables) remain valid, when replacing m(2.15) by the constant m?

(2.15), which takes arbitrary

values from the interval (0, m0), where m0 =
[
min
D,s

(
a−1

s (x) c(x)
)]1/2

, and c(x) > c0 > 0,

x ∈ D. We emphasize that this constant m?
(2.15) defines the piecewise uniform mesh D

∗
h(3.10),

on which we consider a monotone classical approximation of the stationary boundary-value
problem.

The author is indebted to E. O’Riordan and P.N. Vabishchevich for helpful discussions
of numerical methods for problems with nonsmooth solutions.
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